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Artificial 
Intelligence 
and Your 
Organization

A
ll models are wrong, but some 
are useful,” said the statisti-
cian George Bell. This is an apt 
characterization of the large 

language models (LLMs)1 underlying 
new generative artificial intelligence (AI) 
tools. Be it Google’s Gemini, OpenAI’s 
ChatGPT, Microsoft’s Bing, Anthropic’s 
Claude (collectively known as GOMA)2 
or any one of the many others. These are 
flawed systems—some more, some less.

Yet they are useful, and employers 
and benefit plan sponsors should consid-
er engaging with and using them—albeit 
with caution. 

by | Michael Stoyanovich
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artificial intelligence

Initial studies, not yet peer- 
reviewed, are finding that this first 
class of tools enhances worker effort. 
They cannot replace human thought 
and value-based judgment, but they 
can reimagine work processes to im-
prove worker productivity3 and quality 
(although only for some types of work 
and not others (where they can actually 
degrade quality and productivity)).4

Earlier this year, the economist Tyler 
Cowen noted that we should prepare to 
live in times of change.5 Truly radical 
technological change has been absent 
for some time. We have been living in 
a bubble “outside of history,” he noted. 
With the advent of generative AI, even 
at this “tech project”6 stage of develop-
ment, he posits that “AI represents a 
truly major, transformational techno-
logical advance.” 

For some, this change is very tangible 
and practical. For others, this change 
is little more than an anxiety—albeit 
a distressing one.7 Regardless of when 
technological change comes for you and 
your organization, it is coming.8 

Accepting that these systems are 
both flawed and useful—AI generally 

and generative AI, in particular—what 
is to be done? What should you do, 
now, as an individual or an organiza-
tion?

Explore them. 
Be purposeful, be intentional and 

be systematic. Establish the proper 
governance for your organization but 
start to experiment with these tools for 
your relevant use cases—both person-
ally and professionally. In this age of 
“moving history,” as Cowen describes 
it, these tools will become widely used 
in society at large and in your own life. 
Generative AI (along with other types 
of AI) will change the nature of work, 
and those individuals and organiza-
tions that can use these systems will 
(more than likely) prosper compared 
with those that cannot or do not use 
them.9

What AI Is
For the purposes of this article, AI 

is any computing system designed to 
perform tasks that normally require 
human intelligence. In general, these 
types of systems ingest enormous 
amounts of (training) data, analyze it 

for patterns (via a model),10 then use 
these patterns to make predictions (via 
statistical methods).11

Using the above definition, the fol-
lowing are all considered types of AI.

•	 Machine learning (ML): Algo-
rithms trained to detect patterns 
and make predictions (e.g., Netf-
lix recommendations)

•	 Deep learning: A type of ML 
that uses neural networks to 
learn from vast amounts of data 
that is analyzed repeatedly, often 
seen in more complex applica-
tions (e.g., self-driving cars)

•	 Natural language processing 
(NLP): Helps computing systems 
understand human language 
(e.g., speech recognition for per-
sonal assistants (e.g., Siri) or sen-
timent analysis used in market-
ing)

•	 Generative AI (generative pre-
trained transformers (GPT)): 
Since ChatGPT was released in 
late 2022, generative AI has cap-
tured the public’s attention. 

What is so different and compelling 
about generative AI tools for the aver-
age user? They create. That is the gen-
erative in GPT. 

They can create diverse types of 
output: text, images, videos and audio. 
To accomplish this, they analyze vast 
amounts of data for patterns, then use a 
model to create original material based 
on predicted, similar characteristics.12 
This is key to understanding the sys-
tems in public use today. 

While there is no actual “computer 
intelligence” involved,13 the tools are 
genuinely fun and can make work easier 
for you. They manage moderately com-
plex interactions; they are contextually 
aware, which is critical to their ability 

takeaways
•  �Artificial intelligence (AI) is any computing system designed to perform tasks that normally 

require human intelligence. AI systems ingest enormous amounts of (training) data, analyze it 
for patterns (via a model), then use these patterns to make predictions (via statistical methods).

•  �Generative AI is a type of AI that analyzes vast amounts of data for patterns and then uses a 
model to create original material based on predicted similar characteristics. ChatGPT is one 
example of a generative AI tool.

•  Risks of using AI tools include misinformation, embedded bias, weak privacy control, intel-
lectual property issues and especially “hallucinations,” among others.

•  Governance policies for the use of AI should communicate the acceptable use of authorized 
tools and include controls to protect data from unauthorized access or misuse.

•  Potential use cases for AI for employee benefit plans and employers include talent acquisi-
tion, people- and plan-related analytics and performance management and customer service, 
among many other possible uses.
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to predict a reasonable next word in a 
conversation with an end user. They 
can also self-learn and improve their 
predictions over time. In addition,  they 
seem intelligent to the average user. As 
some have described the experience of 
interacting with them: “It’s like collabo-
rating with an alien.”14

What AI Is Not
While these systems can provoke 

strong—sometimes panicky or hyper-
bolic—reactions in people, it is impor-
tant to calmly recognize what they can-
not do while marveling at the skills and 
abilities they do have.

The current systems are not sentient. 
That is, they are not able to perceive or 
“feel” things.15 And they are not mani-
festations of artificial general intel-
ligence (AGI). The tools currently in 
public use are not going to precipitate 
the singularity and/or a human extinc-
tion event.16 

What else are they not? They are not 
the only problem-solving tool at your 
disposal. They are not a replacement 
for humans. They are not interpretive. 
They do not have common sense (to use 
a dictionary definition: good sense and 
sound judgment in practical matters) 
and are not good with nuance. They 
cannot—currently—formulate prob-
lems better than humans. They can-
not—currently—replace human criti-
cal thinking (which must be applied 
to their output). Although they are fun 
to use and seem all-powerful, they are 
not necessarily the right tool for every 
task. As noted in a recent study, young 
children “crushed” AI in basic prob-
lem-solving and thinking tasks. More 
importantly, it was highlighted that AI 
is lacking a key differentiating element 
of humans: innovation.17 

What Are the Risks and  
Threats of Using AI?

Prior to using any tool, it is im-
portant to have a good understanding 
of both its benefits and harms. With 
generative AI, it is hard to have a true 
understanding of the threats and risks 
of using these tools as we have little in-
sight into these systems. They are, quite 
literally, virtual black boxes—meaning 
we cannot see how they work.18

That being the case, the risks and 
threats of using them are potentially 
many. They include the potential to 
proffer misinformation to end users,19 
embedded bias, privacy controls that 
are weak or lacking altogether, security 
controls that may be easily compro-
mised20 as well as intellectual property 
issues.21 There are also ethical consid-
erations,22 broader legal issues and gov-

ernment regulations (either existing or 
those yet to come) as well as just plain 
old bad optics (PR). 

A particular pathology of generative 
AI tools is “hallucinations.” As noted 
previously, AI tools are designed to 
learn from exceptionally large datas-
ets. Generative AI tools are meant to 
create new content based on learning 
from that data in combination with the 
model (neural network) and statistical 
methods. Yet these tools are still not 
capable of understanding the nuances 
of human language and culture in the 
same way that humans are. Therefore, 
unsurprisingly, they sometimes pro-
duce nonsensical, but often believable, 
responses. This includes just making 
things up, aka hallucinations.23 

A frequently referenced example is 
two lawyers who used ChatGPT to write 

artificial intelligence

AI and You

Are you looking for ways to use artificial intelligence (AI) for your work or personal 
tasks? The author suggests that any of the general GPT tools could be helpful, 
including ChatGPT, Bing, Gemini, Claude 2, Pi, Midjourney and Dalle-E. Alternatively, 
one could also use other specialized tools mentioned for use by organizations.

Potential personal applications include:
•	 Helping to write a speech 
•	 Helping to write an email 
•	 Helping to edit memos or other documents, 

ensuring that no confidential or copyright 
information is being placed in the prompt. 

•	 Using generative AI to create straw man 
arguments against your position

•	 Organizing miscellaneous research  
into a cogent outline

•	 Summarizing papers, articles and  
professional journal publications 

•	 Transcribing a meeting into notes
•	 Generating Excel or other formulas
•	 Acting as your personal assistant 
•	 Making travel plans 
•	 Creating animations and images.
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a legal brief. The brief cited nonexistent court cases halluci-
nated by ChatGPT. The attorneys were fined and, of course, 
suffered reputational damage. Even more disturbing is the in-
stance of a nonexistent sexual harassment scandal that also was 
hallucinated, naming an actual law professor as the accused.24 

Hallucinations are not the only AI failures. Other examples 
include an e-commerce giant whose recruiting tool showed 
bias against women and only recommended men for jobs, a 
health AI tool for oncology that misdiagnosed patients, an 
early AI chatbot that was deemed racist and sexist, and false 
facial recognition matches that have led to erroneous arrests.

One of the biggest risks associated with these tools is hu-
man—that users will not use them properly. They will not ask 
the right questions and they will not evaluate the output criti-
cally. Without human thought and critical thinking, these tools 
can just enable you—the human—to do dumb things faster.

When You Use AI, Set Up Governance
These systems will increasingly be a part of our lives. 

Knowing how to use and utilize them well, ably and appro-
priately will be key to your and your organization’s future 
success. AGI is not coming next week, but savant-like gen-
erative AI systems will be used at work, at home and in all 
sectors of the economy. AI will affect everyone, sooner rather 
than later. It would benefit both you and your organization 
to start learning how to interact with25 and productively use 
these systems now.

For your organization, it is likely a better strategy to seek to 
manage the risk associated with AI than ignore it altogether.26 
Consider the following steps.

•	 Create a clear policy on the acceptable use of autho-
rized tools. 

•	 Communicate the benefits and risks (there are both).
•	 Train staff on tools that are authorized (and note cate-

gories and tools that are not authorized).

•	 Ensure transparency and accountability by individuals 
and the organization.

•	 Implement controls to protect data from unauthorized 
access or misuse.

•	 Address broader privacy, cybersecurity, bias and ethi-
cal considerations.

•	 Monitor for compliance with applicable laws and regu-
lations (continuously since these will change).

•	 Review and update the governance policy regularly as 
technology, laws and ethical standards of use evolve.

You should then actively manage the (generative) AI out-
puts, including but not limited to:

•	 Ensuring human oversight
•	 If building your own LLM, perfecting your training 

data27

•	 Understanding the inherent limitations of these tools 
(see above)

•	 Being a human—using your common sense when de-
ciding how to both deploy them and use their output.

Apply AI to Your Relevant Use Cases
After setting up governance of AI, identify the business 

needs or problems you seek to address. The use cases will 
follow from there. Potential steps include:

1.	 Spending time brainstorming, documenting, filtering 
ideas and deciding upon the use cases that work for 
your unique organization28 

2.	 Defining the expected benefits and measures of suc-
cess. This could include time savings, increased pro-
ductivity, cost savings, enhanced quality, reduced hu-
man error, diversion of employees to new tasks, 
reduction in burnout, etc. 

3.	 Acknowledging that you may not need AI or generative 
AI for a particular use case. Existing technology and 
tools may solve the problem . . . better.29

If you determine that AI—and generative AI, in partic-
ular—is appropriate, then choose the right tool(s) to meet 
your need. 

To help your own brainstorming efforts, below are a few 
examples of use cases and AI (or AI-enhanced) publicly avail-
able tools. This is an evolving space with many new tools be-
ing introduced daily and others disappearing regularly.30 Note 
that inclusion on this  list does not constitute an endorsement 
of that tool by me, the International Foundation or my current 
employer.

artificial intelligence

These systems will increasingly  
be a part of our lives. Knowing  
how to use and utilize them well, ably 
and appropriately will be key to your 
and your organization’s future success.
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Potential, general use cases for organizations include the 
following.

•	 Content creation and writing assistance: Writer 
.com, Opus Clip (video), Cohesive, Synthesia (video), 
PerfectEssayWriter.ai, grammarly.com, and Audio-
Pen and Jasper, for both various types of brainstorm-
ing and rewriting. Copy.ai and Anyword for copy-
writing such as headlines and slogans. Sudowrite for 
fiction such as stories and novels. Writesonic and 
Rytr for general-purpose content (based on GPT-3 
technology). For text to media, there is Midjourney, 
Dall-E, Dreamfusion, Jukebox and Pictory (among 
many others).

•	 Talent acquisition (including the potential to expand 
the talent pool for jobs31): SeekOut

•	 Workforce management (e.g., people analytics and 
performance management): Nice.com 

•	 Summarizing of large documents: Claude (claude.ai) 
and Harpa.ai (Chrome plugin)

•	 Analyzing research papers: Elicit.com
•	 Simplifying complex topics: ChatGPT, Gemini, Bing 

and Claude
•	 Analyzing data: Luzmo (luzmo.com)
•	 Software engineering: GitHub Copilot and CodeSpaces 

(powered by the OpenAI Codex), AI2SQL and Code 
Genius

•	 QA-ing software engineering: Testrigor.com
•	 Providing customer service: Ivy.ai, Freshworks.com 

and Chatflow
•	 Organizational cybersecurity: Microsoft Security Co-

Pilot and Snyk (Deep Code AI)
Besides the above-noted “general” use cases that may be 

employed by most any organization in any domain, some  
illustrative employee benefits–related use cases that one 
could explore (with the proper governance and testing, of 
course)32 include the following.

•	 Employ a public-facing participant services chatbot 
to answer questions about benefits based on sum-
mary plan descriptions (SPDs) and other plan docu-
ments, as well as address “general” benefits service 
questions.33 An internal-facing chatbot for one’s own 
team members to query is another potential imple-
mentation. 

•	 Use AI to perform sentiment analysis.34 Data and in-
formation could be ingested from call center technol-

ogy, websites, emails, etc., and analyzed to determine 
what topics drive questions among participants and 
how mobile applications, web applications and other 
outward-facing channels would be enhanced to im-
prove self-service.

•	 In the future, AI could be used to suggest the “best 
fit” benefit plan for employees (based on options 
available to them), including specific elements of a 
plan (so this could be a combination of both decision 
support and recommendation engine type activity by 
the AI tool).

•	 Real-time data analysis enhanced by AI could be used 
by plan sponsors and providers to have more visibility 
and insight into their benefits plans. For example, AI 
could help enhance data exploration by providing in-
sights, suggestions or recommendations (for action) 
based on the data at hand and goals one makes the 
tool(s) aware of. AI-enhanced tools may also help gen-
erate natural language queries so business users (vs. 
IT) can explore data more easily. Toward that end, AI-
enhanced analytics tools could generate summaries 
and explanations of the data, making it easier to inter-
act with and interpret.35

If you determine that producing your own generative AI 
solution is a good path for your organization, for its addition-
al security measures and with the benefit of your own data, 
and you have (or can obtain) the technological wherewithal 
to take this path, consider using open source or commercial-
ly available options. For example, one could build a solution 
that uses the Azure OpenAI Service supplemented by other 
application programming interfaces (APIs)—just the same 
with Amazon’s PartyRock or Bedrock services. Alternatively, 
one could use “Free Dolly” from DataBricks36 in one’s own 
environment, or even Meta’s LLAMA 2, just to name a few 

learn more
Education
AI, Your Organization and You
On-Demand Webcast
Visit www.ifebp.org/webcasts for more information.

Benefit Communication and Technology Institute 
July 15-16, Denver, Colorado 
Virtual Option Available
Visit www.ifebp.org/benefitcomm for more details.
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different methods of building a more tailored generative AI 
solution to satisfy your use cases. 

AI Is Flawed but Useful
AI and generative AI, particularly, is flawed but useful. 

It is a nascent technology, but it is only going to be more 
impactful to individuals and organizations in the near and 
long-term future. While its possible applications in employ-
ee benefits are limited presently due to the aforementioned 
risks and constraints, it has the potential to be a force for 
improvement—even good—to you, your organization, your 
participants and our larger society, when wielded properly.

Proceed with care and caution, but don’t be afraid. 
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